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Abstract—Large language models (LLMs) have been shown to exhibit a wide range of capabilities, such as writing robot code from language commands – enabling non-experts to direct robot behaviors, modify them based on feedback, or compose them to perform new tasks. However, these capabilities (driven by in-context learning) are limited to short-term interactions, where users’ feedback remains relevant for only as long as it fits within the context size of the LLM, and can be forgotten over longer interactions. In this work, we investigate fine-tuning the robot code-writing LLMs, to remember their in-context interactions and improve their teachability i.e., how efficiently they adapt to human inputs (measured by average number of corrections before the user considers the task successful). Our key observation is that when human-robot interactions are formulated as a partially observable Markov decision process (in which human observation is that when human-robot interactions are formulated as training a transition dynamics model – that can be combined with meta-learners, improving the success rate of in-context learning new tasks on unseen robot embodiments and APIs by 31.5%. See videos, code, and demos at: https://robot-teaching.github.io/.

I. INTRODUCTION

Natural language provides a rich and accessible interface for teaching robots – with the potential to enable anyone with minimal training to direct behaviors, express preferences, and provide feedback. Recent works show that large language models (LLMs), pretrained on Internet-scale data, exhibit out-of-the-box capabilities that can be applied to robotics – from planning a sequence of steps given language commands [1, 30], to writing robot code [41, 59, 71, 45]. Language inputs can also be sequenced in a multi-turn setting for example, to generate and modify reward function code from human feedback to compose new quadruped behaviors via real-time motion control [71] (example in Fig. 1).

LLM-based robot teaching (as shown in Fig. 1) can be driven by in-context learning [9] (e.g., on code and dialogue data), where previous interactions are kept as input context for subsequent ones. In-context learning occurs during inference without gradient updates to model weights, enabling fast adaptation to language instructions (via exemplar-based compositional generalization [11, 32]). However, this adaptation is limited to short-term reactive interactions where the users’ feedback remains relevant for only as long as it fits within the context size of the LLM. As a result, if human instructions accumulate over longer multi-step interactions that fall outside the receding

Fig. 1: Code-writing large language models (LLMs) present opportunities for non-experts to teach robots new tasks with language – enabled by fast adaptation via in-context learning (left). In this work, we fine-tune the underlying LLMs to further accelerate fast adaptation and improve their teachability (right). Results with human-robot interactions from non-experts teaching 5 robot embodiments on 78 tasks (gray) show that our framework (middle) can identify top performing users (purple), and leverage their interactions (only 14% of task coverage) to drive LLM performance improvements for all users (blue) – measured in terms teaching success rates on unseen tasks, responsiveness to user feedback, and number of user corrections. Experiments show that these improvements generalize to new robot embodiments and APIs.

* visualizations from real data: before and after circles are centered on mean good rating rates (i.e., responsiveness to feedback metric, described in Sec. IV-D) vs task success rates over all users.

Fast Adaptation via In-Context Learning

User Language inputs:

- please sit down like a dog
- no. til the other way
- great, now give me a high five!
- a bit too low, raise it higher

LLM Robot Code - Rewards & Costs

Set torso

# Reward function code.
import numpy as np
set_torso(0.2, np.deg2rad(-45))
set_torso(0.2, np.deg2rad(45))
set_feet('front_left', 0.1, 0.3, 0.4)

Slow Adaptation via Model Fine-Tuning

User Language inputs:

- sit and give me a high five!
- hold the can upright this time
- try lifting with both arms
- hand it over to the other arm
- insert the red thing slowly

LLM Robot Code - Rewards & Costs

Set torso (0.2, np.deg2rad(-45))
Set torso (0.2, np.deg2rad(45))
Set feet (front_left, 0.1, 0.3, 0.4)

Improved Fast Adaptation on Simulated & Real Robots

User Language inputs:

- hold the can upright this time
- try lifting with both arms
- hand it over to the other arm
- insert the red thing slowly

LLM Robot Code - Rewards & Costs

Set torso (0.2, np.deg2rad(-45))
Set torso (0.2, np.deg2rad(45))
Set feet (front_left, 0.1, 0.3, 0.4)
context horizon, previous instructions can simply be forgotten.

We are interested in improving LLMs’ teachability for robot tasks, i.e., how efficiently they adapt to human feedback, by enabling LLMs to remember their in-context interactions. Teachability in multi-turn language-based human-robot interaction (HRI) can be measured as the average number of human inputs (e.g., corrections) \( n \) before the robot succeeds at the task. For instance, \( n = 1 \) refers to the standard zero-shot instruction following setting [33, 44]. Prior works propose to improve teachability by generating linguistic summaries of human feedback [75] or preferences [68] that can be indexed into memory and later retrieved in-context to guide future interactions. However, such methods are often constrained by in-context learning generalization (observed to be more “exemplar-based” i.e., on the basis of similarity to in-context examples [11, 57]), as opposed to generalization from in-weights learning via fine-tuning (which tends to be more “rule-based” i.e., on the basis of minimal features that support category boundaries in the training data [11, 6]). Subsequently, prior methods excel at overfitting to training tasks, but offer limited generalization (e.g., domain-level adaptation) to unseen tasks. Is it possible to leverage both forms of learning to address these shortcomings?

In this work, we investigate improving the teachability of robot code-writing LLMs via in-context learning (fast adaptation) by day, and model fine-tuning (slow adaptation) by night, to accelerate fast adaptation the next day.\(^1\) Given a setting where non-experts teach robots new tasks with language, our goal is to study which methods of improvement (e.g., via fine-tuning) can best leverage data collected from in-context learning to improve future teachability (as measured on unseen tasks). Our key observation is that when human-robot interactions are formulated as a partially observable Markov decision process (POMDP – in which human language inputs are observations, and robot code outputs are actions), then training an LLM to autoregressively complete previous interactions can be viewed as training a transition dynamics model – that can be combined with classic robotics techniques such as model predictive control (MPC) to discover shorter paths to success. This gives rise to Language Model Predictive Control (LMPC), where we train the LLM to predict imagined future rollouts of human-robot interactions – and at inference time, sample multiple futures (with non-zero decoding temperature) to search for the best one and take the next action (i.e., receding horizon control as a decoding strategy).

Classically challenging HRI problems (such as modeling individual user preferences) become more straightforward e.g., by simply conditioning LMPC rollouts on usernames (“user __ might say...”), with the intuition that different users cover different areas of the POMDP.

Extensive experiments (via blind A/B evaluations) show that fine-tuning with LMPC improves the teachability of PaLM 2 [3] on 78 tasks across 5 robot embodiments (on simulated and real platforms) – enabling non-experts to teach robots to achieve higher success rates on unseen tasks by 26.9%, and reduces average number of human corrections from 2.4 to 1.9. In particular, LMPC produces strong meta-learners – teachability improvements generalize to unseen embodiments, improving the success rate of in-context learning new tasks with new robot APIs by 31.5%. Interestingly, we observe substantial gains from top-user conditioned LMPC, which (i) autonomously identifies top users (by performance on training tasks), (ii) groups their data together with a special username “top-user,” then (iii) conditions inference-time LMPC rollouts on this special username (i.e., assume everyone is a top-user). Despite top users having seen only 14% of tasks, experiments show this conditioning mechanism drives performance improvements for all users on all tasks, including unseen ones by 10.5%. LMPC also outperforms retrieval baselines [75], and user studies affirm that performance improvements are likely the result of changes in model capability, rather than user teaching proficiency. Our approach is not without limitations – we discuss these and areas for future work in Section V. Videos, code, and datasets will be released.

II. RELATED WORK

Language and Robotics. A large body of work integrates language and robotics, including mapping language to planning primitives [63, 37, 46, 5, 35], imitation learning from demonstrations along with language instructions [33, 44, 58, 60, 47], learning language-conditioned reward functions [48, 34, 21, 14, 50, 2], and using language as corrective feedback to adapt or define new behaviors [75, 16, 15]. We refer the reader to comprehensive surveys for a more complete review of prior work in this area [64, 43].

Recently, LLMs trained on Internet-scale data have been shown to exhibit profound capabilities ranging from step-by-step planning [1, 30, 18, 69, 17, 42, 68, 54], writing robot code [41, 59, 73, 70, 4, 49], commonsense reasoning [62, 39], and acting as a proxy reward function capturing human preferences [38, 29, 71]. In this work, we are also interested in leveraging the power of LLMs for adapting and teaching new behaviors via language feedback [56, 74, 54, 75, 31] – but in contrast to prior work, we focus on not only evaluating online adaptation via in-context learning (e.g., prompting LLMs), but also on how we can improve that adaptation via offline model fine-tuning.

In-Context Learning for Robot Adaptation. In-context learning is a form of supervised meta-training [9], where multiple examples and instructions [51] from the same dataset are packed sequentially into a context buffer that is fed as input to an LLM with an unsupervised autoregressive completion objective [66]. The instructions and examples specify tasks (extending the concept of “task prefixes”, i.e., predefined token sequences [53, 52]), where the model is expected to complete further instances of the task by predicting what comes next.

In robotics, in-context learning (via prompting) has been used to elicit a wide-range of capabilities – responding to feedback [74, 31], modifying low-level behaviors [71, 55, 49, 4, 38], remembering and applying user preferences [68], and asking for help [54]. Most related to our work is Zha et al. [75], which investigates robot teaching by summarizing human feedback, and indexing it in memory to be used again as in-context examples for similar future interactions via retrieval (e.g., retrieval augmented generation (RAG) [40]). In contrast, we focus on directly fine-tuning the underlying LLM to improve in-context learning from human language inputs (which can be multi-round contextual). We find finetuning exceeds the performance of retrieval-based methods for teaching unseen tasks – without additional external modules.

\(^1\) In-context learning by day & fine-tuning by night analogy is loosely inspired by the role of circadian rhythms in the learning and memory of biological systems.
Improving LLM Alignment to User Feedback. Our work builds on an active area of research to align LLMs with user intent [51]. A common approach is to supervised fine-tune (SFT) the model on expert human inputs and outputs, then use non-expert labeled rankings (preferences) from model outputs to train reward models for reinforcement learning from human feedback (RLHF) [13, 61, 7]. However, these works often focus on mapping from single user inputs to preferred outputs (e.g., single-turn dialogue). In this work, we also investigate learning from human feedback, but we focus on improving the teachability of LLMs that write and improve robot code based on multi-turn, interactive human feedback. Our LMPC approach uses SFT to model human-robot interaction dynamics, and uses inference-time search and receding horizon control to discover shorter paths (with fewer rounds of corrections) to task success.

III. LANGUAGE MODEL PREDICTIVE CONTROL

We investigate teachability in the context of language-based human-robot interactions, where users communicate with robots via text messages through a chat-like interface next to a simulated visualization of the robot and its surroundings using the MuJoCo simulation engine [65] (see Fig. 3, more details in Appendix VI-L). User messages are free-form and up to users’ discretion; they may include instructions, preferences, feedback, etc. In response to each message, the system outputs robot code, which is directly sent to a real-time motion controller on a simulated or real robot (Section III-B). Users then provide subsequent feedback based on the observed robot behavior.

Each human-robot conversation (i.e., chat session) is goal-driven: users are asked to teach one task per session and at the end of each session label “success” or “failure” conditioned on whether they believe the robot to have completed the task. Chat sessions can consist of multiple chat turns (i.e., human-robot input-output pairs) before success. On average, successful sessions run for 2-3 chat turns, while failure sessions run for 5-6 chat turns (see Fig. 3; bar plot shown in bottom left). User messages can be corrections or broken-up step-by-step sub-tasks to piece together more complex ones, and they are usually multi-round contextual. During data collection, users rate individual robot responses as ‘good’ or ‘bad’ — good if the robot responded correctly to the most recent human feedback (although it may not be successful at completing the entire task yet), and bad otherwise. We find that the ratio of good chat turn ratings correlates with task success (Fig. 3, bottom right).

A. Problem Statement

Our goal is to improve the teachability of LLMs that follow human instructions and feedback to write robot code. Teachability is defined as the average number of human inputs (chat turns) \( n \) before the robot succeeds at the task. This metric measures how efficiently the robot adapts to human inputs, and \( n = 1 \) is equivalent to a standard zero-shot instruction following setting [33, 44]. To improve teachability is to reduce the number of chat turns \( n \) before a desired success rate, and can be viewed as a meta-learning objective — i.e., learning to learn faster from human feedback [26]. Intuitively, improving teachability of a model should encourage its responsiveness to feedback, as a means to maximize the likelihood of generating the correct behavior (according to the user). Teachability can also reflect how well a model adapts to preferences. For instance, user input “move a bit to the left” might yield different robot behavior modifications depending on the user — a strong meta-learner (with respect to teachability) is one that can learn this difference to minimize the number of interactions \( n \), conditioned on with whom it interacts.

We formulate language-based human-robot interaction as a partially observable Markov decision process, in which the policy interacts with the human teacher (part of the environment) through code that is executed via motion control on the robot (the action), and the human gives natural language feedback (the observation) and indicates the success of the teaching session (the reward). The policy’s goal is to produce code that leads the robot to behave as intended by the human, however, this target behavior has to be inferred from the human feedback. Mathematically, \( s_t \in S \) is the unobserved human (user) state at time \( t \), human text inputs are observations \( o_t \in O \) of the state, and the agent (LLM) generates code as actions \( a_t \in A \) according to a policy \( \pi(o_t, a_{t-1}) \) that is then executed on the robot. \( P(o_{t+1}, r_t | o_{t}, a_{t}, r_{<t}) \) is the transition probability of human interactions, and if at any time the user determines the task is a “success”, the episode terminates with a sparse reward \( r = 1 \), and the chat session terminates. If the robot struggles to improve for more than 7 timesteps (chat turns, or \((o_t, a_t)\) tuples), then the episode terminates as a “failure” \((r = 0)\). Improving teachability here can be defined as improving the ability of \( \pi \) to infer the target behavior intended by the human, i.e. to discover shorter paths in the POMDP to task success (i.e., human-labeled success \( r = 1 \)).

While the true transition dynamics are unknown (as they depend on the human teacher), we are interested in modeling the POMDP with language models, with which the human text inputs \( o_t \) and robot code as actions \( a_t \) can both be represented as a sequence of symbols \((x_0, \ldots, x_n)\), modeled autoregressively with a decoder-only Transformer architecture [66]. Thus we learn \( P(o_{t+1}, r_t | o_{t}, a_{t}, r_{<t}) \) by factorizing the probability of the full interaction sequence into the product of conditional probabilities \( P(o_{t+1}, r_t | o_{t}, a_{t}, r_{<t}) = \)
Our approach is driven by two complementary forms of LLM improvement: (i) in-context learning (fast adaptation) for users to teach the model new tasks online (Section III-B), and (ii) Language Model Predictive Control (LMPC) fine-tuning (slow adaptation) to update the model weights offline (Section III-C). Our primary objective is to evaluate which of the methods of LLM improvement can most accelerate fast adaptation (measured via teachability of unseen tasks).

B. Fast Adaptation with In-Context Learning

Fast adaptation involves users providing multi-turn language inputs to guide LLM outputs towards generating reward code to elicit desired robot behavior(s). This is an interactive process – users provide feedback based on observing robot behaviors online, rather than labeling offline LLM data. In this work, fast adaptation is driven by in-context learning, where the language model is conditioned on a prompt that provides the initial tokens in the sequence $x_{1:k} = (x_1, \ldots, x_k)$ and uses the model to complete $x_{k+1:n}$. Our in-context prompt uses PromptBook formatting [4], which contains a description of the embodiment, the available robot APIs, as well as 1-2 example episodes (chat sessions) between the user and LLM, followed by the current chat session (full prompts in Appendix VI-N):

```python
# You are a stationary robot arm with a 3-fingered hand.
class Robot:
  def reach(self, obj):
    # Wait until the apple is in the air.
    set_target_pos(obj='apple', (pos[0], pos[1], pos[2] + 0.25))
    return get_obj_pos(obj='apple')[2] >= 0.25
  def min_L2_dist(self, obj1, obj2):
    # To pick up the apple, bring it close to the left gripper.
    min_L2_dist(obj='left_hand', obj2='apple', weight=5.0)
    # To lift up the apple, get its position and increment along z.
    pos = get_obj_pos(obj='apple')
    wait_until_condition(condition_fn)
    # To hand over the apple, bring it close to the right gripper.
    min_L2_dist(obj='apple', obj2='right_hand', weight=5.0)
    # Now let go of the apple with the left gripper.
    min_L2_dist(obj='left_hand', obj2='apple', weight=0.0)

We use an existing pre-trained LLM PaLM 2 [3], with which using the above prompts yields non-zero initial task success rates given feedback from the user. The code generated within each turn can either be a single reward function, or a sequence of multiple reward functions. Upon terminating a chat session, the interaction data is saved into a cached dataset to be used for slow adaptation. Note that even with human inputs, the model may struggle to perform certain tasks – experiments in Section IV-D show that slow adaptation is needed to unlock fast adaptation on these tasks.

Fast adaptation requires fast LLM inference runtime speeds, so that latencies do not negatively influence the human-robot interactions. Our model inference runs at 100 tokens per second, and returns robot reward code expressed with 200 - 300 tokens on average (which amounts to roughly 10-15 lines of code). The median duration for each chat turn is 56s, and the majority of user time is spent observing the robot performing the task in simulation.

Real-Time Motion Control with MJPC. We use robot reward code as an interface between LLM and robot actions. This leverages the effective high-level reasoning capabilities of LLMs to translate user intent into semantically meaningful reward functions, which are then used to drive low-level motion control for the robot in real-time, providing immediate visual feedback to the user. Specifically, our approach builds on Yu et al. [71] where given a reward function generated by the LLM, we use MuJoCo Model Predictive Control (MJPC) [27] to synthesize robot motion. MJPC runs a receding horizon trajectory optimization algorithm to find an action sequence that maximizes the reward in real-time. This enables near real-time interactions between users and robots.

Our code format extends Yu et al. [71] with 2 notable changes to expand the expressiveness of behaviors across embodiments: (i) Yu et al. [71] relied on two prompts to respond to task commands - one to generate high-level motion descriptions in natural language, and another to convert those into reward code. In our approach, we only use one prompt that embeds motion descriptions as comments interspersed between the lines of the reward code. This Chain-of-Thought style prompting simplifies reward code writing and enables more flexible code generation. (ii) Yu et al. [71] can only specify one reward function (robot behavior) at a time. In our approach, the LLM can sequence multiple reward functions together by writing condition functions that signify when the robot should transition from one reward function to the next. Here is an example of an LLM response to a task that involves transferring an object from one arm to another:

```python
# To pick up the apple, bring it close to the left gripper.
min_L2_dist(obj='left_hand', obj2='apple', weight=5.0)
# To lift up the apple, get its position and increment along z.
pos = get_obj_pos(obj='apple')
wait_until_condition(condition_fn)
# To hand over the apple, bring it close to the right gripper.
min_L2_dist(obj='apple', obj2='right_hand', weight=5.0)
# Now let go of the apple with the left gripper.
min_L2_dist(obj='left_hand', obj2='apple', weight=0.0)
```

Functions such as $\text{min}_L2\text{dist}$ and $\text{set_target_pos}$ directly set reward terms for real-time MJPC, which returns high-rate low-level action trajectories that maximize rewards.

Sim2Real Transfer. Despite MJPC working well in simulation, it requires precise state estimation, which is computationally expensive, and poses notable challenges when deploying it directly in the real-world. To apply MJPC to real robotic control, prior work used MJPC as a motion planner (MJPC-as-planner) and deployed it to a real mobile manipulator robot [71]. However, the same approach does not work for robots that require high-frequency feedback such as quadruped robots. To enable real-world teaching on quadruped robots, we develop a policy distillation pipeline to train low-level end-to-end policies that are conditioned on cost terms generated by reward code. This can be thought of as training multi-task policies conditioned on latent task descriptors, which serve as an interface between high and low level control. In our experiments, we use policy distillation for real results on the quadruped robot, and the MJPC-as-planner approach [71] for the mobile manipulator robot. We defer additional details in policy distillation and MJPC-as-planner deployment to the Appendix VI-G.

C. Slow Adaptation with Model Fine-Tuning

Gathering interaction data from in-context learning (fast adaptation) allows us to fine-tune the underlying LLM (slow adaptation) to improve its ability to both write useful robot reward code and respond to human feedback, and subsequently improve teachability.

$^2$Note $\alpha_t$, $\alpha_k$ are themselves sequences of symbols also modeled autoregressively.

$^3$https://github.com/google-deepmind/mujoco_mpc
In this work, we apply supervised fine-tuning (SFT) on our LLM, using Language Model Predictive Control (LMPC). LMPC formulates the human-robot exchange as a POMDP (see Section III-A), with human text inputs as observations $o_t$, and robot code outputs as actions $a_t$. Each chat session terminates with a success or failure reward $r$. We implement two variants of LMPC (depicted in Fig. 4): (i) LMPC-Rollouts. Given the current chat session (system prompt and current chat history), the LLM is trained to autoregressively predict the rest of the chat session (sequence of $o_t$ and $a_t$'s, until receiving a reward $r$ at the end of the episode). For training, the input to the LLM is the system prompt with the initial user instruction; both are included because different robot embodiments have different system prompts (robot APIs), and this allows the LLM generation to support different robot APIs at inference time. The target is for the LLM to predict any remaining portions of a chat session, conditioned on the current portion. We only train LMPC-Rollouts on successful trajectories (training on both successes and failures yielded much worse performance. See Appendix VI-B). Training Transformers with causal attention on entire chat sessions (time-ordered sequences of observations and actions, one session per context) directly amounts to training a sequence-conditioned transition dynamics model of the POMDP. This dynamics model is used for search during inference.

A key aspect of LMPC is that at inference time, the fine-tuned LLM is used as a transition model together with model predictive control (MPC) to discover optimal paths to success. MPC can be thought of as a sequence-level decoding strategy [19], but differs from standard ones used in modern language models as it generates multiple episodic rollouts to search for the next best action, and repeats the process at every decision-making step. To do so, we sample from the LLM 8 rollouts with non-zero temperature sampling (next-token decoding) for a max token length of 4096. If a sampled trajectory reaches termination within the max token length, we treat it as successful, since LMPC-Rollouts is only trained on successful data. From these terminated samples, we choose the trajectory with the fewest predicted timesteps (i.e., chat turns) and return its first action, as shown in Fig 4 (center). If no sample terminates, then we randomly pick a trajectory and return its $a_{t+1}$. This process is then repeated given new human input for every chat turn. Intuitively, LMPC-Rollouts can be thought of as training the LLM via human-robot interaction as a form of chain-of-thought [67] during both training and inference — rather than cloning successful code, LMPC learns the process of getting to the correct code, and accelerating it via search at inference time. (ii) LMPC-Skip is a variant of LMPC-Rollouts with the same training inputs, but different targets. LMPC-Skip is trained to predict only the last action, skipping predictions of the interim trajectory (see Fig 4, right). This encourages the finetuned model to predict the final correct code as soon as possible e.g., optimizing for 1-turn success. However, because LMPC-Skip is not trained on nor does it model intermediate interactions with the user, it may be less responsive to corrective feedback. During inference, we condition LMPC-Skip's generation on the system prompt with the chat session so far, and only query the model once to generate a response. Like LMPC-Rollouts, LMPC-Skip is only trained on successful chat sessions.

**Top-User Conditioning.** To further improve LLM teachability with fine-tuning, we propose conditioning LLM generations, during both training and inference, on the user. For training, we modify the input prompt to include which user generated the following chat session using a unique ID label. Top-users are autonomously identified from the training dataset and are given a special ID “top-user.” During inference, we always condition LLM generations on the “top-user” label. We identify top-users as the top 25% of users by their user performance score. This score is the average of a user’s task success rate weighted by task difficulty, which is the task’s failure rate across all users. See Appendix VI-C for more details.

Top-user conditioning, in the context of LMPC, can be interpreted as conditioning the LLM to generate the distribution of observations $o_t$ (expected human inputs) and actions $a_t$ (expected code outputs) closest to the top 75th percentile of users. Intuitively, if observations are viewed as a partial noisy representation of the true (user) state (or intent, during teaching), then different user proficiency levels can correspond to a varying amount of noise (i.e., higher proficiency is less noise), to which conditioning on top-users prompts the LLM to generate rollouts with less noise. Top-user conditioning draws similarity to performance conditioning with Decision Transformers [12], albeit (in the absence of dense rewards) using inference-time search via MPC. Note that top-user conditioning can broadly index distributions that represent a wide range of user-related attributes (e.g., preferences, user-specific styles, etc.), expanding beyond the scope of what performance conditioning on rewards alone can provide.

### IV. Experiments

Our experiments evaluate how much the various proposed finetuning strategies (slow adaptation) improve online in-context learning (fast adaptation) for humans interactively teaching robots via natural language feedback. Evaluations are performed on 78 robot tasks, across 5 robot embodiments in simulation and 2 on real hardware. We specifically explore the following questions:

- How much does fine-tuning improve teachability, especially on test tasks?
- How do LMPC-Rollouts and LMPC-Skip compare?
- What are the benefits of Top-User Conditioning?
- Does finetuning enable cross-embodiment generalization?
- Can iterative finetuning further improve teachability?

All data collection and most evaluations were performed in simulations. All models were trained on data obtained with simulation. We separately evaluate finetuned models on real robots, but we have not experimented with training on data from teaching real robots.
A. Data Collection and Evaluation

To collect human teaching data and evaluate teaching performance, we worked with 35 non-expert users, who were able to collect 350 chat sessions per day. These users are non-experts: they are not researchers or engineers, and they are not familiar with the underlying LLMs or robot code. We instruct users to give natural language feedback on the behavior of the robot for each chat turn, instead of giving technical feedback or giving feedback on the code written by the LLM. Data collection protocol details are in Appendix VI-A. When a user interacts with a new chat session, a random robot embodiment and task is sampled, and the user is asked to teach the robot that task. Data collection is separated into two phases: 1) initial data collection with the base model and 2) subsequent data collection (evaluations) with finetuned models. In phase 2, we randomly sample which model the user interacts with, and the user does not know which model they are currently engaging with. This allows for blind A/B evaluations to minimize biases. For a given model, the data collected can be used for both downstream finetuning and evaluating the model.

Out of the 78 tasks, 51 are train tasks (65%), while 27 are test (35%). While separating tasks into train and test splits allows us to measure model generalization performance, it also means there are less data available for training. To address this and also to make the data distribution robust to user teaching noise, data collection and evaluation of models are typically aggregated across 2 days. Additional data filtering were performed to remove invalid and incorrect data (< 4%). In total, 299 successful chat sessions from the initial data collection were made available for fine-tuning. Across chat sessions, the max total token length is 3900, with 1800 as the median. Given the limited amount of data, and to make LLM responses more robust to small differences in user feedback, we perform data augmentation on the collected data. This is done by generating 5 variations of user instructions (as well as intermediate feedbacks for training LMPC-Rollouts) using PaLM 2-L. We do not generate variations of the robot code. Combining the augmented and the original data, the training set contains about 3M tokens.

For evaluations, we collect approximately 350 chat sessions for all model variants we evaluate, split across all platforms and tasks. We observe minimal user performance drift over time (see Appendix VI-I), so differences in model performance are likely due to changes in model capabilities, and not in users’ teaching proficiency.

B. Robot Embodiments and Tasks

In this section we give a brief overview of the 5 robot embodiments in our experiments. We chose these embodiments to explore teaching a diverse set of robot capabilities, from tasks that require a single arm, to bi-manual tasks, and to dexterous and locomotion tasks. See Fig. 1 for illustrations. We include the full list of tasks each embodiment in the Appendix VI-M.

1. Robot Dog. The first embodiment is a small custom quadruped robot [10] with comparable dimension and weight to both Unitree A1 and MIT Mini-Cheetah quadrupeds. Robot Dog has a total of 12 actuated degrees-of-freedom (DoF), 3 on each leg. Our tasks for the Robot Dog range from stationary posing tasks, like sitting and high-five, to more dynamic tasks, like trotting and door opening. We perform Robot Dog experiments in both simulation and the real world.

2. Mobile Manipulator. In this embodiment, we use a mobile manipulator [24] with a 7 DoF arm and parallel jaw grippers. We explore tabletop manipulation tasks with rigid objects, such as flipping and stacking objects. The Mobile Manipulator is also available both in simulation and the real world.

3. Aloha. This is a bi-manual embodiment with two 6 DoF arms, each attached with a parallel jaw gripper [76]. The two arms sit directly opposite of each other on a table that has a set of rigid household objects. We explore tasks that require coordination with both arms, such as object transfers.

4. Bi-arm Kuka. Bi-arm Kuka consists of two 7 DoF Kuka LBR iiwa14 arms without end-effectors. The omission of end-effectors allows us to explore whole-body manipulation tasks (e.g. manipulating objects with any part of the robot arm) with this embodiment. We populate the workspace with boxes of different sizes and colors, and the robot needs to manipulate individual or sets of objects to desired goal locations (which may be on the workspace surface or in the air) and in a given order.

5. Kuka+Hand. This embodiment comprises a 7 DoF Kuka arm attached with a custom three-fingered hand. The full system is controlled via torque control. Along with the arm, a set of rigid objects is provided in the workspace. With Kuka+Hand, we explore dexterous manipulation tasks that are difficult to perform with the other manipulation embodiments, such as lifting multiple objects in-hand and plug insertion.

C. Compared Methods

We compare performances across the base model (PaLM 2-S), the two finetuned variants LMPC-Rollouts and LMPC-Skip, and a Retrieval-Augmented Generation (RAG) [40] baseline. Comparing LMPC-Rollouts and LMPC-Skip captures the difference between finetuning the LLM to leverage and predict the entire human-robot chat interaction, versus skipping to predicting the final robot-code response. Comparing to RAG captures if the LLM’s improvement in our domain is possible if we do not have access to model weights or the resources needed for finetuning. For RAG, we use a pretrained embedding model to retrieve relevant examples from the training data then inserting them into the LLM context, similar to other RAG applications for adapting robot behavior [75]. See implementation details in the Appendix VI-D.

D. Experiment Results

We evaluate the LLM’s teachability as task-success for < N user interactions or “chat turns”. This is visualized in a curve in Fig. 5, where each point indicates the proportion of chat sessions that achieved success (y-axis) with equal to or less than a certain number of chat turns (x-axis). Models that have better teachability would have a curve that is higher and to the left.

Fig. 5 reports the main teachability results aggregated over all embodiments for the base PaLM 2-S model, the finetuned models LMPC-Rollouts and LMPC-Skip, and the base model with RAG. Through finetuning, models are able to exceed teachability performance of the base model. On train tasks, LMPC-Skip performs the best. On test tasks, LMPC-Rollouts perform the best, improving success rate over the base model by 27%. Both models...
TABLE I: Comparing base and finetuned models across all embodiments. \textbf{Success}: overall success rate on all tasks. \textbf{Num Chat Turns}: mean number of chat turns for successful chat sessions. \textbf{Good Rating}: proportion of positively rated chat turns after the first chat turn. \textbf{Successful Tasks Rate}: proportion of tasks with at least one successful chat session. \textbf{1 turn Success}: the proportion of chat sessions that were successful with just one chat turn. \textbf{2+ turn Success}: the proportion of chat sessions that were successful with two or more chat turns.

<table>
<thead>
<tr>
<th>Tasks</th>
<th>Model</th>
<th>Success Rate</th>
<th>Num Chat Turns</th>
<th>Good Rating Rate</th>
<th>Successful Tasks Rate</th>
<th>1 turn Success Rate</th>
<th>2+ turn Success Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>PaLM 2-S</td>
<td>34.8%</td>
<td>2.3</td>
<td>16.7%</td>
<td>74.0%</td>
<td>13.0%</td>
<td>21.7%</td>
</tr>
<tr>
<td></td>
<td>RAG</td>
<td>46.4%</td>
<td>2.2</td>
<td>21.4%</td>
<td>83.3%</td>
<td>25.1%</td>
<td>21.2%</td>
</tr>
<tr>
<td></td>
<td>LMPC-Skip</td>
<td>56.0%</td>
<td>1.7</td>
<td>25.6%</td>
<td>83.3%</td>
<td>34.6%</td>
<td>21.4%</td>
</tr>
<tr>
<td></td>
<td>LMPC-Rollouts</td>
<td>51.9%</td>
<td>2.2</td>
<td>21.8%</td>
<td>74.0%</td>
<td>23.5%</td>
<td>28.4%</td>
</tr>
<tr>
<td>Test</td>
<td>PaLM 2-S</td>
<td>39.4%</td>
<td>2.4</td>
<td>18.1%</td>
<td>81.5%</td>
<td>17.5%</td>
<td>21.9%</td>
</tr>
<tr>
<td></td>
<td>RAG</td>
<td>51.9%</td>
<td>2.0</td>
<td>20.9%</td>
<td>75.0%</td>
<td>27.9%</td>
<td>24.0%</td>
</tr>
<tr>
<td></td>
<td>LMPC-Skip</td>
<td>59.4%</td>
<td>1.6</td>
<td>24.7%</td>
<td>88.9%</td>
<td>41.7%</td>
<td>17.8%</td>
</tr>
<tr>
<td></td>
<td>LMPC-Rollouts</td>
<td>66.3%</td>
<td>1.9</td>
<td>26.5%</td>
<td>88.9%</td>
<td>34.8%</td>
<td>31.5%</td>
</tr>
</tbody>
</table>

| Teachability: Task Success Rate (%) vs. Number of Chat Turns |
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Fig. 5: Our fine-tuned LLMs with LMPC-Rollouts and LMPC-Skip improve the teachability of the base model (PaLM 2-S), and outperforms a RAG [40] baseline across all embodiments. LMPC-Skip overfits to train tasks (left), while LMPC-Rollouts generalizes better (i.e., more teachable and responsive to feedback) on unseen test tasks (right) for multi-turn sessions (with more than one chat turn).

also reach high success rates faster than the base model - matching or exceeding the final success rate of the base model after just one chat turn. While LMPC-Skip achieves the higher 1-turn success rate than LMPC-Rollouts on test tasks, the order flips starting at 2 chat turns. This suggests that LMPC-Rollouts is more amenable to improvements from user feedback. RAG performs competitively over the base model, but it trails behind the finetuned methods in both train and test tasks. See these results separated by embodiment in Table VIII in Appendix VI-B.

Table I provides additional quantitative comparisons across all models evaluated, including:

- \textbf{Success Rate}: overall success rate on all tasks and embodiments
- \textbf{Num Chat Turns}: mean number of chat turns for successful chat sessions
- \textbf{Good Rating Rate}: proportion of positively rated chat turns after the first chat turn (captures responsiveness to corrective feedback)
- \textbf{Successful Tasks Rate}: the proportion of tasks with at least one successful chat session
- \textbf{1 turn Success Rate}: proportion of chat sessions that were successful with just one chat turn (1st instruction)
- \textbf{2+ turn Success Rate}: proportion of chat sessions that were successful with > 1 chat turns. This is the difference between the overall success rate and 1 turn Success Rate

For both train and test tasks, LMPC-Skip achieves the lowest Num Chat Turns for successful chat sessions, as well as the highest 1-turn Success Rate. These reflect how LMPC-Skip is trained to predict the final code as fast as possible. However, LMPC-Rollouts has

<table>
<thead>
<tr>
<th>Data</th>
<th>Model</th>
<th>Train Tasks</th>
<th>Test Tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LMPC-Rollouts</td>
<td>-8.4%</td>
<td>-10.5%</td>
</tr>
<tr>
<td></td>
<td>LMPC-Skip</td>
<td>-16.3%</td>
<td>-26.1%</td>
</tr>
<tr>
<td>Only Top Users</td>
<td>LMPC-Rollouts</td>
<td>-23.8%</td>
<td>-21.7%</td>
</tr>
<tr>
<td></td>
<td>LMPC-Skip</td>
<td>-9.6%</td>
<td>-13.6%</td>
</tr>
</tbody>
</table>

Fig. 5: Our fine-tuned LLMs with LMPC-Rollouts and LMPC-Skip improve the teachability of the base model (PaLM 2-S), and outperforms a RAG [40] baseline across all embodiments. LMPC-Skip overfits to train tasks (left), while LMPC-Rollouts generalizes better (i.e., more teachable and responsive to feedback) on unseen test tasks (right) for multi-turn sessions (with more than one chat turn).

The highest 2+ turn Success Rate, suggesting it is most amenable to corrective feedback given an incorrect first response. To maximize performance in practice, these results suggest that one should use LMPC-Skip for responding to the initial user instruction, then LMPC-Rollouts for responding to subsequent user feedback. For RAG, while the method improves upon the base model on overall success rate, it achieves lower Successful Task Rate than the base model on test tasks. This suggests that while RAG may be proficient at increasing the success rate of tasks similar to the retrieved examples, it struggles to perform well on novel tasks.

\textbf{Effects of Top-User Conditioning.} In Table II, we show the change in task success when training without top-user conditioning on 1) data from all users and 2) data from only top users. These ablations were only performed on the Robot Dog and Mobile Manipulator embodiments due to time constraints. From the initial data collected on the base model, 10 out of 35 users were identified as top-users, and they only covered 11 out of 50 train tasks. However, despite this small coverage, top-user conditioning significantly outperforms both variants of no top-user conditioning, across model types (LMPC-Rollouts and LMPC-Skip) and task types (train and test). This suggests that with top-user conditioning, models can learn to transfer the style of responses induced by top-users teaching to novel tasks. It also highlights the importance of training the LLM to mimic generations from a high-quality data distribution as well as across a diverse data distribution. See Appendix VI-C for analysis on the teaching styles of top-users.

\textbf{Cross-Embodiment Generalization.} Beyond evaluating generalization towards test tasks, we also evaluate whether training on a subset of embodiments would lead to improved performance on new embodiments that the finetuned models were not trained on. To the LLM, the difference in embodiment is captured through the prompt, which contains different robot descriptions and APIs for each embodiment. We performed an experiment where we train the LLM models on data from Robot Dog, Mobile Manipulator,
and Aloha, omitting Bi-arm Kuka and Kuka+Hand. See results in Table IV, where we report success rate differences between the finetuned models and the base model. We see improvements in test embodiments of 18.6% for LMPC-Skip and 31.5% for LMPC-Rollouts, suggesting that finetuned models generalize not only to test tasks, but test robot embodiments as well. This generalization is non-trivial as the embodiments have very different APIs from each other, and the test embodiments require writing robot reward code that can induce complex dexterous manipulation behaviors.

**Real-world Evaluations.** We evaluate our approach on a subset of tasks for the Mobile Manipulator and the Robot Dog in the real world (Fig. 6). For each task, we ask users to perform four teaching sessions on the real-robot directly. See results that compare PaLM 2-S and LMPC-Rollouts in Table III. LMPC-Rollouts achieves higher success rate than PaLM 2-S across all tasks. While Num Chat Turns for successful sessions is about the same for PaLM 2-S and LMPC-Rollouts on these tasks, LMPC-Rollouts achieves much higher success rates. See more detailed comparisons between sim and real executions in the Appendix VI-G.  

**Multiple Fine-tune Iterations.** Given that the finetuned models exhibit improved teachability performance over the base model, additional, iterative training with data collected with the finetuned models could potentially further improve performance. We tested this hypothesis by training Iteration 2 LMPC models with data collected by the Iteration 1 models. Results are shown in Table V. Currently, we do not observe further improvements from the second iteration of finetuning. This implies that the data distribution or data amount used to train the second iteration of models do not differ significantly from that of the first iteration, so the resultant model behaviors remain largely unchanged. While recent works have demonstrated iterative self-improving finetuning for LLMs [72, 25, 22], enabling LLM iterative improvement with human feedback and grounded on robot code executions remain promising but under-explored, and we defer this topic to future research.

V. DISCUSSIONS

We introduce a method that improves the teachability of LLMs by 1) formulating human-robot interaction as a POMDP and 2) performing Language Model Predictive Control with LLMs finetuned to predict the dynamics of human-robot interactions. LMPC can learn to learn faster from human feedback, and we observe performance gains on test tasks and test robot embodiments. Despite the promising results, there are several limitations to our work that can point to potential future research. Some limitations stem from resource availability. We assume access to sufficient computational resources both for MJPC (e.g. 128 CPU cores) and for LLM finetuning. More efficient MPC and finetuning techniques (e.g. LoRA [28]) would help.

Other limitations relate to the foundation model. We assume that the base LLM can generate some positive chat sessions for bootstrapping the learning process. We also only use language models; future work on expanding feedback modality (e.g. to video/audio inputs) by using multimodal foundation models can expand the richness of feedback as well as improve finetuned models’ ability to predict human reactions to robot behavior. Lastly, our approach currently observes no benefit from learning across multiple in-context learning and fine-tuning cycles. Adapting the data distribution, through methods like active task exploration or synthetic data generation, may unlock additional performance gains.

---

**Table III:** LMPC-Rollouts has higher success than PaLM 2-S on real robots. Test tasks are starred *. Robot Dog tasks are performed 4 times, Mobile Manipulator tasks 5 times.

<table>
<thead>
<tr>
<th>Embodiment</th>
<th>Task</th>
<th>LMPC-Skip</th>
<th>LMPC-Rollouts</th>
<th>PaLM 2-S</th>
<th>LMPC-Rollouts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robot Dog</td>
<td>“downward dog”</td>
<td>100%</td>
<td>100%</td>
<td>2.8</td>
<td>2.8</td>
</tr>
<tr>
<td></td>
<td>“hop”</td>
<td>25%</td>
<td>2.0</td>
<td>100%</td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td>“high-five with left hand”**</td>
<td>75%</td>
<td>2.3</td>
<td>75%</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>“walk forward in a trotting gait”**</td>
<td>25%</td>
<td>2.0</td>
<td>100%</td>
<td>2.8</td>
</tr>
<tr>
<td></td>
<td>“hop while turning counterclockwise”**</td>
<td>25%</td>
<td>5.0</td>
<td>25%</td>
<td>4.0</td>
</tr>
<tr>
<td>Mobile Manipulator</td>
<td>“knock over coke can”</td>
<td>20%</td>
<td>5.0</td>
<td>20%</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>“open top drawer halfway”**</td>
<td>100%</td>
<td>3.4</td>
<td>100%</td>
<td>3.2</td>
</tr>
<tr>
<td></td>
<td>“push coke can from right to left”**</td>
<td>60%</td>
<td>2.0</td>
<td>80%</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>53.8%</td>
<td>2.9</td>
<td>75%</td>
<td>2.9</td>
</tr>
</tbody>
</table>

**Table IV:** Finetuned models can generalize to new robot embodiments and APIs not seen during training. Higher improvements in test tasks and embodiments are caused by the train:test split not being explicitly selected for uniform task difficulty and baseline performance; doing so is infeasible as the split needs to be chosen before test tasks, but test robot embodiments as well. This generalization is non-trivial as the embodiments have very different APIs from each other, and the test embodiments require writing robot reward code that can induce complex dexterous manipulation behaviors.

<table>
<thead>
<tr>
<th>Model</th>
<th>Train Embodiments</th>
<th>Test Embodiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>LMPC-Skip</td>
<td>+28.8%</td>
<td>+19.0%</td>
</tr>
<tr>
<td>LMPC-Rollouts</td>
<td>+17.2%</td>
<td>+23.8%</td>
</tr>
</tbody>
</table>

**Table V:** Further finetuning on data generated from both the base model and the first finetuned models models does not yield performance improvements.

<table>
<thead>
<tr>
<th>Model</th>
<th>Train Tasks</th>
<th>Test Tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>LMPC-Skip Iter 2</td>
<td></td>
<td>-5.1%</td>
</tr>
<tr>
<td>LMPC-Rollouts Iter 2</td>
<td></td>
<td>-4.7%</td>
</tr>
</tbody>
</table>
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VI. APPENDIX

We organize the appendix as follows:

- Details on data collection (e.g., chat UI), and evaluation protocol (e.g., task sampling), Section VI-A
- Additional results and evaluations in Section VI-B.
- Details on top-users conditioning (Section VI-C): how they are autonomously selected, quantitative and qualitative analysis on how top-user teaching data differs from other users.
- Retrieval baseline details (Section VI-D) and data augmentation (Section VI-E).
- Quantitative analysis of chat feedback embeddings (Section VI-F).
- Real robot experiments details (Section VI-G) including model training and deployment (Section VI-H).
- User studies and performance drift Section VI-I.
- Failure mode analysis Section VI-J.
- Model performance on existing code-writing benchmarks Section VI-K.
- Robot-specific embodiment details (Section VI-L), tasks (Section VI-M), and prompts (Section VI-N).

A. Data Collection and Evaluation Details

During data collection, non-expert users interact with the robot using natural language through a browser-based chat UI (shown in Fig. 3). The chat UI displays a user input box, the message history, and a visualization of the simulated robot and its surroundings using MuJoCo [65]. The human provides textual input and the LLM replies to each subsequent user query with executable code. The user can then select a button to either run the code in the simulator to observe the resulting motion, or run it on a real robot. The user can continue to provide feedback (which can be multi-turn contextual) and continue modifying the behavior through text inputs in the chat UI until the desired robot behavior is achieved. Each user is remotely connected (via Remote Desktop) to one machine, drawn from a shared pool of high performance machines (128 cores) in the cloud. Machines with high core counts are necessary for Mujoco’s MJPC [27] to synthesize robot motion at an interactive rate – leading to better low-level robot behaviors and subsequently user feedback data.

For each chat session, the user teaches the robot one task specified via language e.g., teach the robot-dog to “sit down and give a high-five.” For each chat turn (user-input, LLM-output pair), the user has the option to rate the individual robot response as ‘good’ or ‘bad’. These single turn good rating rates (while not used during training) help us evaluate responsiveness to feedback across individual responses, and we find they are strongly correlated to task success (see Fig. 3). Finally, users can label the entire chat session as “success” by clicking a success button if the robot succeeded at the task during the conversation, or “failure” if the task does not succeed within 7 rounds of human input. Variation in success is expected, and users are encouraged to rate success based on the observed behaviors of the robot (as opposed to the accuracy of the code). After labeling a chat session, the chat history UI refreshes, the robot simulator is reset, and a new sampled task and embodiment is presented to the user. Users are able to flag chat sessions in case of technical difficulties.

Our UI backend uses a Task Sampler, which is configured to (i) randomly sample tasks from the set of 78 tasks across 5 embodiments (platforms illustrated in Fig. 1), and (ii) randomly sample an LLM model to connect to. Users do not know which model they speak to, which allows us to perform fair blind A/B evaluations. All experiment numbers are computed with data collected using this sampler.

From the perspective of users, our data collection protocol is equivalent to our evaluation protocol – we train on data collected from users interacting with the model(s) through the UI, and we measure whether users believe the model(s) to have improved (via statistics on good rating rates and session success labels) through the UI with blind A/B evaluations. This deviates from the standard norm in robot learning pipelines (e.g., 3-stage pipeline of collect data, train, and evaluate), and presents practical infrastructure/operations advantages (predominantly around simplicity).

To operationalize data collection, we started off with running multiple pilot sessions with the users for each embodiment. These pilot sessions were focused on introducing these 35 non-expert users to the chat UI, the type of tasks they are expected to teach, and the MuJoCo simulation environment. After the pilot sessions conclude, the users were tasked to contribute 10 chat sessions per day on all embodiments through the task sampler, amounting to 350 chat sessions every day. The users were also asked to fill out a brief questionnaire for a feedback after each day about their experience on the data collection and the overall teaching session. To meet the daily target of 350 chat sessions per day, it was important to maintain participation from all of the users equally to obtain the expected level of diversity in the data. We maintained consistent distribution of number of chat sessions across multiple embodiments i.e. Robot Dog, Mobile Manipulator, Aloha, Bi-arm Kuka, Kuka+Hand.

The users who participated in these experiments were 23-43 years of age (M=30.5, SD=5.6), including 11 who identified as cisgender women, 17 who identified as cisgender men, and 1 as non-binary. They had a range of educational degrees (9 Associates degrees or some college, 6 Bachelor of Arts, 11 Bachelor of Sciences, and 3 Masters degrees) – 14 non-technical and 15 technical. When asked about their familiarity with the ML models on a scale of 1 (zero familiarity) to 5 (most familiar), 15 users reported 1 (zero familiarity), 11 users reported 2, and 3 users reported 3; none of the users reported to have more familiarity with ML models (4 or 5).

Fig. 7: Correlation of Operator Success Rate and Num Chat Turns until Failures
TABLE VIII: Success Rates of Training LMPC-Rollouts on both Success and Failure chat sessions.

<table>
<thead>
<tr>
<th>Embodiment</th>
<th>Train Tasks</th>
<th>Test Tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>LMPC-Rollouts-with-Failures</td>
<td>-11.5%</td>
<td>-14.0%</td>
</tr>
</tbody>
</table>

User Persistence Analysis. We plot the success rate of each user against the mean number of chat turns in failed sessions across each user in Fig. 7. The higher the mean number of chat turns for failure, the more persistant the user was in teaching the robot (i.e. the user did not give up early). These two quantities exhibit a slight positive correlation, suggesting that on average, users who were more persistant at teaching achieved slightly higher success rates.

B. Additional Results

Per Embodiment Evaluation. Fig. 8 shows our main teachability result (Fig. 5) separated by embodiments. On test tasks, models improved upon the base model the most in Aloha and Bi-arm Kuka, while LMPC-Rollouts improved much higher on Kuka with Hand than the other model.

<table>
<thead>
<tr>
<th>Embodiment</th>
<th>Chat Session Duration (s)</th>
<th>Chat Turn Duration (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kuka+Hand</td>
<td>429</td>
<td>97</td>
</tr>
<tr>
<td>Bi-arm Kuka</td>
<td>406</td>
<td>88</td>
</tr>
<tr>
<td>Aloha</td>
<td>200</td>
<td>66</td>
</tr>
<tr>
<td>Mobile Manipulator</td>
<td>238</td>
<td>65</td>
</tr>
<tr>
<td>Robot Dog</td>
<td>138</td>
<td>41</td>
</tr>
</tbody>
</table>

TABLE VI: Median Chat Session and Chat Turn Durations across Embodiments

Chat Duration Analysis. We measured and analyzed the duration of chat sessions and chat turns and compared them across different embodiments and models. Chat turn duration measures the total time it took for the model to respond, for the user to run the robot code in simulation, for the user to observe the resulting robot behavior, and for the user to input the subsequent language feedback. Fig. 9 shows the distribution of chat turn durations across both models and embodiments. While there are no obvious differences in these distributions, some are more long-tailed than others, and we see this in the median statistics. In Table VI, we show the median durations for chat sessions and chat turns across different embodiments. Kuka+Hand and Bi-arm Kuka have significantly higher durations than other embodiments. This reflects that these embodiments were likely more difficult to teach (it took longer for users to respond) as well as taking longer to simulate (they had tasks that had longer horizons than the other embodiments). In Table VII, we compare the median durations for LMPC-Rollouts and LMPC-Skip. LMPC-Rollouts has slightly higher chat turn and chat session durations, and this difference reflects how inference (decoding the LLM for entire chat sessions) for LMPC-Rollouts takes slightly longer than inference for LMPC-Skip.

Lastly, in Fig. 10, we show a small negative correlation between task success rate and chat duration — the longer it takes for users to complete a chat turn, the less likely it is for that task to be successful.

Training LMPC on Both Success and Failures. In principle, LMPC-Rollouts (when viewed as a dynamics model) can be trained on both success and failure data (since all chat turns are valid transitions, regardless of whether the session ended in task success). In this version, LMPC-rollouts also predicts (on trajectory termination) whether the predicted rollout would lead to a success or failure. Inference-time search would then be adjusted accordingly to disregard sampled rollouts that ended in predicted failure. While this remains an interesting aspect of LMPC-Rollouts, our main experiments report results from training LMPC-Rollouts on success data only (as a fair comparison with LMPC-Skip, which can only be trained on success data), with which we do observe performance improvements over mixing failure sessions into the training data (results in Table VIII). We hypothesize that training LMPC-Rollouts only on sessions that ended in task success yields more efficient inference-time search, since the alternative of training on both success and failure sessions leads to more unused predicted rollouts that terminate with failure.

C. Top-Users and Details on Autonomous Top-Users Selection

We identify top-users by evaluating how well they perform on training tasks (Appendix Section VI-M), weighted by task difficulty. Let there be $N$ tasks and $K$ users. Let $s(n,k)$ denote the self-reported success rate of the $n$th task for the $k$th user, $c(n,k)$ denote the number of times the $k$th user taught the $n$th task, and $c(n,k) = 1$ to indicate whether or not the $k$th user has taught the $n$th task. Due to practical constraints, $c(n,k) = 0$ for many user-task pairs. We define the task difficulty rating $d(n)$ as the average task failure rate across all users: $d(n) = 1 - \frac{1}{N} \sum_{k=1}^{K} s(n,k) c(n,k)$, where $K_n = \sum_{k=1}^{K} c(n,k)$. Then, we define a user performance score as a user’s average success rate weighted by the task difficulty rating: $h(k) = \sum_{n=1}^{N_k} d(n) s(n,k) c(n,k)$, where $N_k = \sum_{n=1}^{N} c(n,k)$. We define top-users as those who are in the top 75th percentile by this performance score.

Table IX shows the average performance improvements of user-conditioned LMPC over the base model split by top users and other users. We observe largest performance improvements when LMPC-Rollouts (conditioned on top-users) is served to top users directly, and this is less evident with LMPC-Skip, suggesting that inference-time search (via MPC) over future interactions performs better at catering to improving the teachability of top users (e.g., satisfying their criterion for success).

Our experiments in the main paper (Table I) demonstrate that conditioning LMPC on top-users can drive performance improvements for all users — but what makes top-user teaching data different from other users? To explore this question, we define 4 axes...
to categorize the feedback: (1) Quantitative, (2) Related to Code, (3) Detailed, and (4) Kind. Classification is done via GPT-4 with a few-shot prompt. See Section VI-C1 for the prompts used to do the trait classification. Each message of feedback is classified with these traits. If a given chat session has a trait for any message in the session, we say the entire session had that trait. For example, if one question is “detailed”, we say the session had “detailed” feedback.

As can be seen in the analysis of feedback for all users in Fig. 11, both the top-users and other users provide quite detailed feedback. One interesting trait that stood out is that top users are more “kind”, which might imply that they have more patience for errors in the code generated. This may lead to more thoughtful responses that end up in successful policies. Another surprising finding was that the other-users were more quantitative in their responses than the top users, indicating that it’s preferred to give softer feedback signals than precise numbers. These insights are preliminary and further investigation is needed to understand what makes top users successful.

To better understand how top-users teach, we asked them about their teaching strategies and what advice they would give to others. Many top-users started out with simple, natural language instructions. Then they would review the robot’s performance. If that performance was not satisfactory, then they would provide more detailed feedback. One top-user summarized this approach quite well: “Think of talking to a toddler, sentences are a couple words long and are easy to understand; however, this toddler knows words or terms from a university physics textbook (e.g. rotational velocity, perpendicular, yaw, pitch, roll).”

1) Trait Classification Prompts: Code Feedback Prompt

# INSTRUCTIONS: Given an instruction teacher gives to a student, rate this instruction based on “Code Feedback”. After considering the instruction carefully, output one of three following ratings along with a justification:

* NEGATIVE: There is *no* feedback related to the code in the instruction.
* NEUTRAL: There is a *fuzzy* feedback related to the code in the instruction.
* POSITIVE: There is *clear* feedback related to the code in the instruction.

# EXAMPLE 1:
QUERY: grasp apple and place it on top of the cube
JUSTIFICATION: There is *no* feedback related to the code in the instruction.
RATING: NEGATIVE

# EXAMPLE 2:
QUERY: set your turning_speed equal 0
JUSTIFICATION: There is *clear* feedback related to the code in the instruction.
RATING: POSITIVE

# IMPORTANT: Always output justification first, then the rating.

# INPUT
QUERY: set your turning_speed equal 0
JUSTIFICATION: There is "clear" feedback related to the code in the instruction.
RATING: POSITIVE

# EXAMPLE 3:
QUERY: grasp apple and place it on top of the cube
JUSTIFICATION: There is "clear" feedback related to the code in the instruction.
RATING: POSITIVE

# IMPORTANT: Always output justification first, then the rating.

# INPUT
QUERY: (query)}
JUSTIFICATION:
### Table X: Success rate differences between models that do not use data augmentation and models that do.

<table>
<thead>
<tr>
<th>Model</th>
<th>Train Tasks</th>
<th>Test Tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>LMPC-Skip w/o Aug</td>
<td>-7.1%</td>
<td>+0.6%</td>
</tr>
<tr>
<td>LMPC-Rollouts w/o Aug</td>
<td>+2.8%</td>
<td>-7.0%</td>
</tr>
</tbody>
</table>

**Quantitative Feedback Prompt**

```
# INSTRUCTIONS: Given an instruction teacher gives to a student, rate this instruction based on "Quantitative Feedback". After considering the instruction carefully, output one of three following ratings along with a justification:
* NEGATIVE: There are *no* numerical and quantitative information in the instruction.  
* NEUTRAL: There is a *fuzzy* indication of numerical and quantitative information in the instruction.  
* POSITIVE: There is *clear* numerical and quantitative information in the instruction.

# EXAMPLE 1:  
QUERY: The student is supposed to stand up of your legs. Change the angle of your torso as needed to maintain balance  
JUSTIFICATION: There is *clear* numerical and quantitative information in the instruction.  
RATING: POSITIVE
```

**Kindness Prompt**

```
# INSTRUCTIONS: Given an instruction teacher gives to a student, rate this instruction based on "Kindness". After considering the instruction carefully, output one of three following ratings along with a justification:
* NEGATIVE: This instruction is *not* kind.  
* NEUTRAL: This instruction is neither kind nor unkind.  
* POSITIVE: This instruction is kind.

# EXAMPLE 1:  
QUERY: The student is supposed to do the task as if you were standing up.  
JUSTIFICATION: This instruction is kind.  
RATING: POSITIVE
```

**Detail Prompt**

```
# INSTRUCTIONS: Given an instruction teacher gives to a student, rate this instruction based on "Detail". After considering the instruction carefully, output one of three following ratings along with a justification:
* NEGATIVE: This instruction is *not* detailed.  
* NEUTRAL: This instruction is neither detailed nor undetailed.  
* POSITIVE: This instruction is quite detailed.

# EXAMPLE 1:  
QUERY: Move the left arm towards the green cube and push it to the right 20cm  
JUSTIFICATION: This instruction is quite detailed.  
RATING: POSITIVE
```

### D. RAG Implementation Details

To implement our RAG baseline, we first construct an embedding dataset from the same data used to train LMPC-Skip. This dataset includes each data point's initial user instruction, its Gecko embedding (obtained via an embedding model based on PaLM 2), and the final successful response code. During inference, we use the embedding of the initial user instruction of the current chat session to find the 5 most relevant data points of the same robot embodiment from the dataset. This is done by first selecting the closest 30% of data by cosine similarity (embeddings are normalized), then applying the farthest point sampling algorithm among this set to ensure diversity of the selected data points. Finally, the retrieved data points are re-ordered from lowest to highest relevancy, such that the most relevant example is closest to the current instruction. This ordered list of (instruction, code) pairs is then inserted into the context of the LLM prompt.

#### E. Data Augmentation Details

We augment user inputs, including 1st input (task request) and subsequent feedback and corrections with PaLM 2-L. The prompt for augmentation asks PaLM 2-L to rewrite original text in $\mathcal{K}$ different ways by replacing words with synonyms, rephrasing, changing grammatical structure, sentence lengths, punctuation, etc. We also specifically prompt the model to output the $\mathcal{K}$ ways in one batch with variations in the batch and use relatively high generation temperature (0.8) to ensure the output is sufficiently diverse.

For example, a user's request of “pick up the cube” is rewritten into “grab the cube and raise it”, “lift up the cube”, “raise the cube”, etc; user’s correction “wrong direction, keep hopping but turn the opposite direction” for the “hop while turning counterclockwise” task is rewritten into “that is the incorrect direction, maintain hopping but go the opposite way”, “you are going the wrong way, keep hopping but turn in the opposite direction”, “wrong direction, maintain hopping but turn the opposite way”, etc.

The augmented data is used for training both LMPC-Skip and LMPC-Rollouts models. We report the success rate differences when training models without data augmentation in Table X. Without data augmentation, LMPC-Skip performs worse on train tasks, but on par on test tasks. By contrast, without data augmentation, LMPC-Rollouts performs on par on train tasks, but much worse on test tasks. This suggests that the generalization capabilities of LMPC-Rollouts benefits more from data augmentation than does LMPC-Skip. We hypothesize this is due to that data augmentation makes LMPC-Rollouts’ chat session predictions more robust to compounding errors, leading to better predictions of feedback dialogue.

### F. Analysis of Chat Feedback Embeddings

![Fig. 12: T-SNE plot of embeddings of human feedback across embodiment.](image)

What kinds of feedback do users provide to steer robot behaviors? To study this, we compute language embeddings on all individual chat turn user queries, using a finetuned T5 XL model [53]. Then,
we compute a T-SNE embedding vectors, mapping each embedding with associated features for: whether the query was from a “Top User” or not, whether the user rated the LLM response to the query as “Good” or “Bad”, whether the query was from a session which resulted in a “Success” or “Fail”, and which robot embodiment the session used. First, we find that user queries are indeed highly correlated with specific embodiments, as shown in Figure 12. This intuitively makes sense since language embeddings will consider semantic details like specific syntax or verbal suggestions that are specific to tasks or robot physics that are only present on a specific embodiment (for example, “raise your paw higher” is only relevant for the Robot Dog embodiment). Second, we find that there are clear cases where for even the same embodiment, “Top User” semantic language embeddings are clearly clustered separately from “Other Users”, as shown in Figure 13. Additionally, we also find other interesting clusters, such as where “Other Users” seem to be more pessimistic about LLM responses by giving clusters of “Bad Ratings”, which result in either “Success” or “Fail”.

G. Real Robot Experiments

Distillation for Robot Dog. Our robot dog distilled policy is based on the Locomotion-Transformer model, which uses a Transformer to map sequences of velocity commands, proprioceptive observations, and past actions to next actions [10]. We generalize the original velocity command formulation to MJPC cost weights and parameters as the objective tokens. Our final policy consists of a transformer with \( d = 256 \) and four layers, totaling roughly 3.2 million parameters.

To train the policy, we used online imitation learning (DAgger) against an expert MJPC policy over a distribution of tasks encompassing both static posing and locomotion behaviors. This task distribution was constructed by uniformly randomizing key target parameter values, including robot velocity, torso height and pitch, foot positions, and foot stepping. Due to the diversity of the task distribution and domain randomization, we found offline imitation (BC) to be unsuccessful. We also smooth all actions by applying an exponential filter with strength 0.9.

MJPC-as-Planner for real Mobile Manipulator. For the main experiment results in deploying the taught skills in simulation to the real mobile manipulator robot, we extend the MJPC-as-Planner approach from prior work by Yu et al [71]. In particular, to obtain a simulated replica of the real scene, Yu et al. used an open-vocabulary object detector to detect and segment objects in the scene and fit known mesh models to the corresponding point clouds. The reconstructed simulation scene is used in MJPC to generate a trajectory plan, which is then executed on the robot.

Though the prior work showed good results in real-world, it required knowing the list of objects in the scene and their corresponding meshes in order to query the object detection model and recreate the scene. In this work, we improve the perception pipeline on both fronts: 1) we use a large visual language model (VLM) to identify all the objects seen by the robot in the environment, each of which is then segmented using the Segment Anything (SAM) model [36] to achieve precise object localization, 2) we opt to use generic primitive shapes consisting of capsules and boxes to represent the objects, which enables us to represent a wide range of objects without having to obtain detailed meshes. As a result, we can apply our approach to more diverse environments with unknown objects and be able to teach the robot manipulation skills on them. An example can be seen in Fig. 14.

Sim-to-Real Gap. Table XI shows a comparison between sim and real performances on the set of tasks we evaluated in the real world. For open drawer task, we achieve 100% success rate in real world, likely because this task is quasi-static thus there is very little physical domain gap. By contrast, knock over coke can only achieved 20% success rate in the real world, due to the velocity of the end effector not being fast enough. This is caused by physical modelling domain gap, which allows the robot to knock over the coke can with a lower end-effector velocity. For the hop while turning task we observe a large discrepancy between simulation and real world. While we are able to teach the robot to hop, it often trips and falls after a few hops. This is due to that a highly agile hopping while turning behavior is outside the training distribution of the distilled policy. Adapting the distillation training distribution to the teaching data is a promising direction for future research.

Distillation for Mobile Manipulator. There are a few limitations with the MJPC-as-Planner approach: 1) generating the plan with MJPC is not feasible for onboard computing due to computation requirements, 2) it needs multiple models to identify and segment the objects, adding additional complexities to the system, 3) it does not respond to changes in the environment during execution. To make a step towards addressing these issues, we explore the reward-conditioned policy distillation approach used for the Robot Dog on the Mobile Manipulator. Specifically, we validate the idea in two settings: 1) use the reward to condition final object height for the picking task, 2) use reward to condition picking up or knocking over a can. We use MJPC to generate 30k and 10k trajectories respectively with maximally 150 steps. The robot observation in each step consists of the simulated depth image from robot camera and the reward parameters. We train the policies based on the RT-1 model [8] using the generated dataset and deployed the policies on a real mobile manipulator robot. Distilling a reward-conditioned policy allows us to deploy the policy with onboard computing and achieve more robust behavior with closed-loop control. Although we have yet to perform quantitative evaluations of the distilled Mobile Manipulator policy, we demonstrate example policy rollouts in Fig. 15.

H. Language Model Training Details

For finetuning models, we set the number of training steps to cover 10 epochs of the available training data, apply Adam with a
Pick up the left can without knocking over the right can.

Good, but the right can is knocked over, you need to keep it upright.

Execute on real robot.

# Reward function code
# Need to figure out which object is left can
if obj_1_position[1] > obj_2_position[1]:
    left_can = 'soda soda_5'

minimize_l2_distance(object_a="gripper", object_b=left_can)

Fig. 14: Real world teaching example on mobile manipulator using the MJPC-as-Planner approach.

---

<table>
<thead>
<tr>
<th>Embodiment</th>
<th>Task</th>
<th>Ours-Sim</th>
<th>Ours-Real</th>
<th>N Chat Turns</th>
<th>PaLM 2-S Sim</th>
<th>PaLM 2-S Real</th>
<th>N Chat Turns</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robot Dog</td>
<td>High-Five with left hand</td>
<td>100%</td>
<td>100%</td>
<td>3.0</td>
<td>100%</td>
<td>75%</td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td>Downward Dog</td>
<td>100%</td>
<td>100%</td>
<td>2.3</td>
<td>100%</td>
<td>25%</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>Walk forward in a trotting gait</td>
<td>100%</td>
<td>75%</td>
<td>2.3</td>
<td>50%</td>
<td>25%</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>Hop</td>
<td>100%</td>
<td>25%</td>
<td>4.0</td>
<td>100%</td>
<td>25%</td>
<td>5.0</td>
</tr>
<tr>
<td>Mobile Manipulator</td>
<td>Open top drawer half-way</td>
<td>100%</td>
<td>100%</td>
<td>3.2</td>
<td>100%</td>
<td>100%</td>
<td>3.4</td>
</tr>
<tr>
<td></td>
<td>Push coke can from right to left</td>
<td>100%</td>
<td>80%</td>
<td>2.0</td>
<td>100%</td>
<td>60%</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>Knock over coke can</td>
<td>100%</td>
<td>20%</td>
<td>3.0</td>
<td>80%</td>
<td>20%</td>
<td>5.0</td>
</tr>
</tbody>
</table>

TABLE XI: Sim vs. Real Results

---

Fig. 15: Example Rollouts of reward conditioned distilled policy on mobile manipulator. Apart from using MPIC-as-Planner for real world deployment, we also explored distilling the behavior into a policy using imitation learning following the robot dog example. This no longer requires accurate state estimation.

learning rate of $5 \times 10^{-3}$, a linear ramp up and cosine decay learning rate scheduler, a batch size of 4, and a context length of 4096 tokens.

Because the LMPC-Rollouts model needs to predict the entire remaining chat session, it is much slower than LMPC-Skip at inference time. According to user feedback, the slowed inference time degrades the teaching experience, making the chat session less engaging, potentially reducing data quality. To address this issue,
we performed 8-bit quantization on the LMPC-Rollout models after finetuning, and we serve the quantized LMPC-Rollout models. We did not observe noticeably performance drops with the quantized model. See Table XII for measured inference times for these models — LMPC-Rollouts without quantization is much slower than LMPC-Skip, while with quantization the inference times are similar.

<table>
<thead>
<tr>
<th>Model Type</th>
<th>Inference Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LMPC-Skip</td>
<td>1.1 ± 0.2</td>
</tr>
<tr>
<td>LMPC-Rollouts</td>
<td>1.0 ± 0.4</td>
</tr>
<tr>
<td>LMPC-Rollouts-No-Quantization</td>
<td>7.4 ± 4.7</td>
</tr>
</tbody>
</table>

**TABLE XII: Model inference times in seconds.**

### I. User Performance Drift Analysis

Evaluating models over an extended period of time introduces the concern that as users obtain more practice teaching the robot, they become more proficient, and model performance improvements may actually be caused by users’ improved teaching skills, instead of improved model capability. We took three measures to mitigate this concern. First, we conducted pilot data collection sessions for each robot embodiment, so users could acquire a base level of familiarity with each embodiment before conducting official data collection. Second, we evaluated LMPC variants during the same data collection days, so their differences are unlikely to be caused by user performance drift. Third, we explicitly compared user performance with the base LLM during the first half and the second half of our experiments. From the first to the second period, mean success rate for each user changed by $-0.6\%$ across all tasks, with a standard deviation of $9.3\%$, and the two periods show a Pearson correlation coefficient of 0.87.

Another way to gauge potential changes in the users’ teaching experience is by measuring the self-reported cognitive load of the teachers at the end of each day of data. Because different subsets of users taught robots on different days, we analyzed our data in terms of how each user experienced the cognitive load of teaching the robots on their first day vs. on their last day. We used a subset of the NASA-TLX measure of cognitive load [23] and analyzed the perceived mental demand, effort, performance, and frustration dimensions [20]. There were 13 users who completed our end-of-day questionnaires so we ran pair-wise t-tests (2-sided) on their data (N=13). We found no statistically significant differences in teachers’ first vs. last days of teaching robots in terms of mental demand ($p=0.26$), effort ($p=0.47$), performance ($p=0.22$) or frustration ($p=0.54$). These are all well above the cut-off p-value for statistical significance of 0.05; with Bonferroni corrections, the cut-off value would be even lower at .0125.

These results suggest minimal user performance or user experience change over time, so differences among models are more likely the result of changes in model capability, not user teaching proficiency.

### J. Failure mode analysis

We categorized the following failure modes across our compared models. Failure mode 1) is outputting code with errors or executable code. In instances where it was outputting executable code, we further checked if 2) the failure was from repeated code outputs, 3) from incomplete plans, or 4) from the LLM not responding to the user’s feedback. In order to identify these failure modes, we prompted an LLM to classify them from chat session data.

See Table XIII, where it shows the percentage of chat sessions that resulted in each failure mode across all chat sessions (the denominator is the total number of chat sessions for that model, not the number of failures for that model). Please note that a particular chat session may appear in multiple failure modes, so these failure mode sets are not disjoint. As expected, LMPC models have overall fewer failures than baselines. The most frequent failure mode is outputting code that is not responsive to user feedback. The least frequent failure mode is outputting incomplete code.

### K. Fine-tuned Models on Code-writing Benchmarks

One concern with model finetuning is that the finetuned model may forget some of its original capabilities. In our case, we are specifically concerned about whether or not finetuning our model degrades general code-writing capabilities of the LLM. To test this, we evaluated our models after one and two iterations of finetuning on the RoboCodeGen benchmark [41]. As seen in Table XIV, there is relatively no degradation between the first iteration and the baseline model or between first and second iteration. We attribute this to our training data being in the distribution of the base LLM as well as using code, therefore not biasing the model away from code generations.

### L. Robot Embodiment Details

**Robot Dog.** The robot dog is a small quadruped robot with an onboard computer and battery power. The robot was developed in-house based on the design from [10]. The robot has a standing height of approximately 0.4 m. Each of the robot’s 4 legs has 3 DoFs with a peak joint torque of 18 Nm.

The distilled policy (Section VI-G) runs on the onboard computer (Intel NUC11TNBv5) and provides joint position commands at 50Hz to a low-level PD controller that outputs joint torques at 1 kHz. We set the P-gain to 50 Nm/rad and D-gain to 1.1 Nm/s/rad. We use ROS2 over a Wi-Fi connection to transmit the model output (the reward function code) from a desktop computer to the robot when a user clicks the Run on Robot command in the chat UI.

The simulated environment for the robot dog contains a door without latch and a three-level kitchen drawer. In the MJPC implementation, we place position and orientation sensors for the robot torso and end-effectors, as well as joint sensors for the articulated objects (e.g. door hinge angle). We then design a set of APIs that the LLM can use to modulate the desired absolute and relative sensor values (see more details in prompts). By coordinating the movements of different legs in MJPC simulation, the robot dog can achieve a rich set of skills from locomotion to posing. Furthermore, although the robot dog does not have any form of gripper, it can interact with the external world using its torso and limbs to perform tasks such as open the door or close the drawer.

**Mobile Manipulator.** The mobile manipulator [24] consists of a 7-DoF arm and a parallel jaw gripper. The simulated environment contains the simulated robot in front of household objects (apple, coke can, and cube) placed on a counter with drawers.

For the MJPC implementation, we place gripper and joint sensors on the robot, position and orientation sensors on household objects, and joint sensors on articulated objects (e.g. drawer hinges).
With the MJPC planner, the robot is able to execute a rich set of tasks with various constraints, including opening the drawer half way, picking/pushing object A to a certain location without knocking over object B, lifting objects up to a certain position and orientation, etc. We further test the skills on the real robot.

We use a gRPC connection over Wi-Fi to transmit the reward function code output by the model from a desktop computer to the robot when a user clicks the Run on Robot command in the chat UI.

**Aloha.** The Aloha bi-manual robot [76] consists of two 6-DoF arms fixed to a table, each with a 1-DoF parallel gripper. Household objects (e.g. apple, soda can, cube, and bowl) are placed on the table.

The MJPC implementation includes sensors for the position and orientation of each arm, and an API to get the position and orientation of all objects in the workspace. With MJPC, Aloha is able to execute a wide variety of tasks, such as picking/placing objects, using both arms to re-orient objects, and handing over objects from one arm to the other.

To allow MJPC to successfully plan in the 14-DoF action space, we run the simulation at 25% real-time speed. MJPC is able to find dynamic behaviors to solve tasks, such as rolling an apple on the table to move it closer to another object, or using one arm as leverage to flip a bowl upside down with the other arm. These policies are only tested in simulation and are not tuned for transfer to real.

**Bi-arm Kuka.** The Kuka bi-arm robot is comprised by two 7-DoF arms fixed to the ground. For the scope of this work, no end-effector was attached to them. Arrow indicators along with the words "left" and "right" were added to facilitate data collection with regards to natural language to orientation mappings in the scene. For this embodiment, we have developed two distinct scenes:

a) **Single large cube:** This scene contains a single large cube in the center of the arms' workspace.

b) **Particle manipulation:** This scene contains 5 small cubes (particles) of various colors - red, green, blue, yellow, purple - initialized in random positions within the workspace of the arms. More specifically, their x and y coordinates at initialization are each sampled randomly from a uniform distribution between $(-0.5,0.5)$.

Finally both scenes contain four separate goal points, two in the air (blue goal and red goal) and two on the ground (green goal and purple goal) that are stationary and can be used as target positions for moving objects.

The MJPC implementation for this embodiment includes sensors for the position and orientation of each arm, each goal and each movable object. It also includes an API that allows obtaining and setting the poses of all objects. For this platform, MJPC is leveraged to perform singular tasks that involve moving the large cube towards goal positions or in relative locations, pick up cubes, sweep cubes, as well as sequential tasks such as moving one block towards another followed a subsequent move towards a third block or goal position.

A current limitation of this embodiment is that it is only evaluated in simulation. The setup as well as the arm control are not yet realistic and would hinder any sim2real transfer. In addition, for all results presented in this work, bi-arm Kuka was considered an unseen embodiment used only for testing and not training. This causes some domain shift in terms of produced code (e.g. minor code mistakes such as APIs from other embodiments can be generated on occasion) which can increase the number of chat UI interactions.

**Kuka+Hand.** This embodiment comprises a 7-DoF Kuka LBR IIWA14 arm attached with a custom hand with three fingers (4-DoF each). The arm is fixed within a basket containing four objects: red and green blocks, and a connector that can be inserted into a plug base.

The simulation and MJPC implementation for this embodiment includes sensors providing the positions of all finger and arm joints and pose/orientation of the hand and all objects in the scene.

With MJPC, the Kuka+Hand can execute a number of interesting behaviors, such as dexterously using the fingers to rearrange objects. Since there are no constraints imposed on maintaining contact with the objects, we observe that the fingers can sometimes leverage dynamic manipulations e.g., flicking objects from one part of the workspace to another, or juggling to re-orient object mid-air before grasping them to place them down. The caveat of course, is that these behaviors are optimized in simulation and require object pose information during predictive control rollouts (which may struggle to transfer to the real world via sim2real distillation).

In terms of limitations, the predictive control search space for dexterous manipulation with all $7+4 \times 3 = 19$ degrees of freedom is large and can be challenging to do sampling-based control over. Thus the simulator runs at only 15% of real-time speeds (to allow for compute-bound MJPC with 128 cores) to discover manipulation solutions. Chat turn durations (shown in Table VI) suggest that the Kuka+Hand platform takes the longest time for users to teach – each chat turn takes on average 1.5 minutes, while chat sessions around 7 minutes, much of the time is spent watching the robot “figure out” online how to do the task.

<table>
<thead>
<tr>
<th>Model</th>
<th>Invalid Code</th>
<th>Repeated Code</th>
<th>Non-responsive Code</th>
<th>Incomplete Code</th>
<th>All Failures</th>
</tr>
</thead>
<tbody>
<tr>
<td>PaLM 2-S</td>
<td>17.4%</td>
<td>10.9%</td>
<td>16.8%</td>
<td>7.6%</td>
<td>35.3%</td>
</tr>
<tr>
<td>RAG</td>
<td>6.4%</td>
<td>6.7%</td>
<td>19.8%</td>
<td>6.4%</td>
<td>38.5%</td>
</tr>
<tr>
<td>LMPC-Skip</td>
<td>9.5%</td>
<td>7.6%</td>
<td>11.9%</td>
<td>3.8%</td>
<td>23.0%</td>
</tr>
<tr>
<td>LMPC-Rollout</td>
<td>7.8%</td>
<td>7.0%</td>
<td>11.3%</td>
<td>4.0%</td>
<td>24.7%</td>
</tr>
</tbody>
</table>

**TABLE XIII:** Failure Mode as percentage of all chat sessions.

<table>
<thead>
<tr>
<th>Model</th>
<th>Iteration 1</th>
<th>Iteration 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>PaLM 2-S</td>
<td>51%</td>
<td></td>
</tr>
<tr>
<td>LMPC-Rollouts</td>
<td>51%</td>
<td>51%</td>
</tr>
<tr>
<td>LMPC-Skip</td>
<td>49%</td>
<td>49%</td>
</tr>
</tbody>
</table>

**TABLE XIV:** Performance on RoboCodeGen on finetuned models.
M. Tasks

Robot Dog. We design 19 tasks for the robot dog embodiment, among which 12 are used in training the LLM:

<table>
<thead>
<tr>
<th>Robot Dog Train Tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sit.</td>
</tr>
<tr>
<td>High-five with the front right paw.</td>
</tr>
<tr>
<td>Downward dog.</td>
</tr>
<tr>
<td>Walk to the left.</td>
</tr>
<tr>
<td>Walk forward.</td>
</tr>
<tr>
<td>Hop.</td>
</tr>
<tr>
<td>Turn around clockwise.</td>
</tr>
<tr>
<td>Walk backward.</td>
</tr>
<tr>
<td>Walk backward while turning to face right.</td>
</tr>
<tr>
<td>Walk forward while turning left.</td>
</tr>
<tr>
<td>Close the middle drawer.</td>
</tr>
<tr>
<td>Open the door by pushing it.</td>
</tr>
</tbody>
</table>

and 7 are held out for testing the LLM performance:

<table>
<thead>
<tr>
<th>Robot Dog Test Tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>High-five with the front left paw.</td>
</tr>
<tr>
<td>Walk to the right.</td>
</tr>
<tr>
<td>Turn around counterclockwise.</td>
</tr>
<tr>
<td>Hop while turning clockwise.</td>
</tr>
<tr>
<td>Hop while turning counterclockwise.</td>
</tr>
<tr>
<td>Close the bottom drawer.</td>
</tr>
<tr>
<td>Close the door by pushing it.</td>
</tr>
</tbody>
</table>

Mobile Manipulator. We task the users to teach the mobile manipulator 14 tasks, among which 11 are used for training:

<table>
<thead>
<tr>
<th>Mobile Manipulator Train Tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grasp the apple.</td>
</tr>
<tr>
<td>Knock over coke can.</td>
</tr>
<tr>
<td>Lift the apple high.</td>
</tr>
<tr>
<td>Place the apple next to the cube.</td>
</tr>
<tr>
<td>Push the apple toward the cube.</td>
</tr>
<tr>
<td>Move the cube further away from the robot.</td>
</tr>
<tr>
<td>Move the cube a little bit to the left.</td>
</tr>
<tr>
<td>Open the top drawer.</td>
</tr>
<tr>
<td>Place the cube behind the apple.</td>
</tr>
<tr>
<td>Flip the cube upside down.</td>
</tr>
<tr>
<td>Place the apple on the cube.</td>
</tr>
</tbody>
</table>

and 3 are held out for testing:

<table>
<thead>
<tr>
<th>Mobile Manipulator Test Tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pick up the cube.</td>
</tr>
<tr>
<td>Place the apple in front of the cube.</td>
</tr>
<tr>
<td>Upright the coke can.</td>
</tr>
</tbody>
</table>

Aloha. The robot was instructed by users to perform 16 tasks in total, with the following 10 used in training the LLM:

<table>
<thead>
<tr>
<th>Aloha Train Tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grasp the apple and lift it up.</td>
</tr>
<tr>
<td>Grasp the coke can and lift it up.</td>
</tr>
<tr>
<td>Pick up the cube and lift it above the apple.</td>
</tr>
<tr>
<td>Pick up the box and lift it above the coke can.</td>
</tr>
<tr>
<td>Flip the box upside down.</td>
</tr>
<tr>
<td>Flip the apple upside down.</td>
</tr>
<tr>
<td>Flip the drink upside down.</td>
</tr>
<tr>
<td>Flip the apple upside down and move the apple to the center of the table.</td>
</tr>
<tr>
<td>Move the box and the apple close to each other.</td>
</tr>
<tr>
<td>Push the box and the bowl close to each other.</td>
</tr>
</tbody>
</table>

and the following 6 held out for testing:

<table>
<thead>
<tr>
<th>Aloha Test Tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grasp the box and lift it up.</td>
</tr>
<tr>
<td>Pick up the coke can and lift it above the apple.</td>
</tr>
<tr>
<td>Flip the bowl upside down.</td>
</tr>
<tr>
<td>Move the apple and the bowl closer to each other.</td>
</tr>
<tr>
<td>Move the foods closer to each other.</td>
</tr>
<tr>
<td>Flip the box upside down and move the box to the center of the table.</td>
</tr>
</tbody>
</table>

Bi-arm Kuka. The robot was instructed by users to perform 16 different tasks (test only) across the two available scenes:

<table>
<thead>
<tr>
<th>Bi-arm Kuka Single Large Cube Scene Test Tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pick up the cube and lift it up to the blue goal.</td>
</tr>
<tr>
<td>Pick up the cube and lift it up by 20cm.</td>
</tr>
<tr>
<td>Move the cube to the green goal on the floor.</td>
</tr>
<tr>
<td>Move the cube 20cm to the right without rotating it.</td>
</tr>
<tr>
<td>Pick up the cube and lift it up to the red goal.</td>
</tr>
<tr>
<td>Move the cube 20cm to the left of the purple goal on the floor and rotate it 90 degrees.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Bi-arm Kuka Particle Manipulation Scene Test Tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Move the blue cube to the green goal on the floor.</td>
</tr>
<tr>
<td>Move the green cube 20cm to the right.</td>
</tr>
<tr>
<td>Move the red cube to the green goal, then to the purple goal.</td>
</tr>
<tr>
<td>Sweep the red cube and the blue cube towards the green goal.</td>
</tr>
<tr>
<td>Sweep all the cubes to the purple goal.</td>
</tr>
<tr>
<td>Bring the red cube 20cm to the left of the green goal.</td>
</tr>
<tr>
<td>Move the blue cube 20cm in front of the green cube.</td>
</tr>
<tr>
<td>Sweep the yellow cube to the blue cube, then to the red cube.</td>
</tr>
<tr>
<td>Move the purple cube to the yellow cube, then to the green cube, then to the blue cube.</td>
</tr>
<tr>
<td>Move the purple cube 10cm to the right of the yellow cube, then 20cm behind the blue cube.</td>
</tr>
</tbody>
</table>

Kuka+Hand. The robot was instructed by users to perform 18 different tasks (test only):

<table>
<thead>
<tr>
<th>Kuka+Hand Task</th>
</tr>
</thead>
<tbody>
<tr>
<td>...</td>
</tr>
</tbody>
</table>

...
<table>
<thead>
<tr>
<th>Kuka+Hand Test Tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Move the gripper to reach the red block.</td>
</tr>
<tr>
<td>Lift the connector in the air.</td>
</tr>
<tr>
<td>Grasp the green object, hold it for a while in the air, and then drop it.</td>
</tr>
<tr>
<td>Insert the connector into the socket.</td>
</tr>
<tr>
<td>Stack the red block on the green block.</td>
</tr>
<tr>
<td>Move the green cube to the far right corner.</td>
</tr>
<tr>
<td>Move the red thing and the plug base to the far left corner.</td>
</tr>
<tr>
<td>Stack the red block on the the base.</td>
</tr>
<tr>
<td>Move the four objects into different corners.</td>
</tr>
<tr>
<td>Move all objects into near left corner.</td>
</tr>
<tr>
<td>Insert the plug into the base and stack the red cube on the green cube.</td>
</tr>
<tr>
<td>Insert the connector into the socket, then put the green cube on the connector.</td>
</tr>
<tr>
<td>Lift both cubes in the air.</td>
</tr>
<tr>
<td>Disconnect the connector from the base.</td>
</tr>
<tr>
<td>Separate the red block from the green block.</td>
</tr>
<tr>
<td>Separate the red block away from the other objects.</td>
</tr>
<tr>
<td>Move all objects into near left corner.</td>
</tr>
<tr>
<td>Move the four objects into different corners.</td>
</tr>
</tbody>
</table>

N. Prompts

Prompts for each of the embodiments are shown in Fig. 16, Fig. 17, Fig. 18, Fig. 19, and Fig. 20 respectively. The LLMs are trained to complete session data with the input prompts prepended for each robot embodiment.
You are an expert robot programmer. Your goal is to program the positions and movements of a quadruped robot to fulfill instructions from a user. You will interact with the user in turns:

Chat Turn N - User: (user's interaction)
Chat Turn N - Program: (your robot program, where each line includes a comment to explain your reasoning)

After a turn, the user may provide corrective feedback. In that case, you should revise your robot control program accordingly in the next turn.

## Robot Control API (Python):

### Methods

- `set_torso_targets(height: float | None = None, tilt_angle: float | None = None, roll_angle: float | None = None, location_xy: tuple[float, float] | None = None, velocity_xy: np.array[2] | None = None, heading: float | None = None, turning_speed: float | None = None) -> None:`
  - `height`: target torso height.
  - `tilt_angle`: target torso tilt. rotation about local y-axis, which starts from the quadruped's left side and points to the right. For a quadruped starting on all fours, a positive tilt rotates the robot's head higher than its hips; a 90 degree rotation points the head upwards.
  - `roll_angle`: target torso roll. rotation about local x-axis, which starts from the quadruped's tail and points to the robot's head. For a quadruped starting on all fours, positive roll rotates the robot toward its right side, bringing its left hip higher than its right hip; a 180 degree rotation brings the robot onto its back.
  - `location_xy`: target location_xy for the robot in global frame.
  - `velocity_xy`: target velocity_xy for the robot in its local frame. For a quadruped starting on all fours, positive x is forward, positive y is left.
  - `heading`: target direction for robot to point its head, in global frame. North is 90 deg, East is 0 deg, South is 270 deg, W is 180 deg.
  - `turning_speed`: target turning speed of robot torso in revolutions per second. For a quadruped starting on all fours, positive turning_speed turns the robot counter-clockwise.
  - IMPORTANT:
    - one of `location_xy` and `velocity_xy` must be None
    - one of `heading` and `turning_speed` must be None
    - no other args can be None

- `set_foot_movement_targets(foot_name: name of foot to control, swing_forward_back: float, swing_up_down: float, phase_offset: float, air_ratio: float, stepping_frequency: float) -> None:`
  - `foot_name`: name of foot to control.
  - `swing_forward_back`: target distance to swing foot in x direction in meters. If the swing is positive, the back of the foot faces forward. For a quadruped starting on all fours, the swing forward/back motion would start from above the ground. (Swing in opposite direction for right vs. left feet.)
  - `swing_up_down`: target distance to swing foot in y direction in meters. For a quadruped starting on all fours, positive swing will lift the foot upward. Swing is forward when the foot is on or above the ground, and backward when the foot is below the ground.
  - `phase_offset`: (in [0, 1]) step timing offsets among different feet. If two feet have phase_offsets that differ by 0.5, then one leg will start the stepping motion in the middle of the stepping motion cycle of the other leg.
  - `air_ratio`: target vertical distance (distance in the air) that the foot's swinging should cover during one period of the stepping cycle. For a quadruped starting on all fours, positive `air_ratio` will lift the foot higher than it would otherwise stay during the stepping cycle.
  - `stepping_frequency`: target stepping frequency in Hz. For a quadruped starting on all fours, positive stepping_frequency makes the robot step faster.

- `set_foot_pos_targets(foot_name: name of foot to control, lift_height: float | None = None, extend_forward: float | None = None, move_inward: float | None = None) -> None:`
  - `foot_name`: name of foot to control.
  - `lift_height`: target height for a quadruped standing on all fours is 0.3m.
  - `extend_forward`: target distance to extend foot in positive x direction in meters. If the foot extends forward, it will start the stepping motion in the opposite direction of the other leg.
  - `move_inward`: target distance to move foot inward in meters. For a quadruped starting on all fours, positive move_inward will swing the foot inward.

### Elements

- All angles are constrained to be within [-180, 180].
- All dimensional units are in meters ([m]), angles are in degrees ([deg]), and frequency is in Hertz ([Hz]) unless otherwise specified.
- One of `heading` and `turning_speed` must be None.
- One of `location_xy` and `velocity_xy` must be None.
- No other args can be None.

### Conventions

- All methods expect targets to be normalized values in [0, 1].
- All angles are constrained to be within [-180, 180].
- All dimensional units are in meters ([m]), angles are in degrees ([deg]), and frequency is in Hertz ([Hz]) unless otherwise specified.
- IMPORTANT:
  - one of `location_xy` and `velocity_xy` must be None
  - one of `heading` and `turning_speed` must be None
  - no other args can be None

### Methods

- `def set_joint_target(object_a: name of the first object, object_b: str, target_joint_fraction: float, min_reward: float | None = None, max_reward: float | None = None) -> None:`
  - `object_a`: name of the first object.
  - `object_b`: str
  - `target_joint_fraction`: float
  - `min_reward`: float | None
  - `max_reward`: float | None

- `def minimize_l2_distance(object_a: name of the first object, object_b: str) -> None:`
  - `object_a`: name of the first object.
  - `object_b`: str

### Code-Writing Hints

- Use only numpy (already imported as np) and the API provided above. Do not import other libraries.
- Make your best guess for numerical values based on input from the user.
- No other args can be None
- one of `heading` and `turning_speed` must be None
- IMPORTANT:
  - one of `lift_height`, `extend_forward`, and `move_inward`, are set to None, then that target will be unconstrained, and the robot may adjust it as needed to maintain balance.

### Chat Turn Example:

Chat Turn 1 - User: I want you to make the robot stand on all fours.

Chat Turn 1 - Program: # New Chat Session

Chat Turn 2 - Program: # New Chat Session

Chat Turn 2 - User: Stand a bit taller

Chat Turn 2 - Program: # New Chat Session

Chat Turn 3 - User: # New Chat Session

Chat Turn 3 - Program: # New Chat Session

Fig. 16: Robot dog prompt consists of a high level description of the goals and format (purple), robot reward code API (orange), code-writing hints (green), and chat turn examples (blue).
New Chat Session

# Chat Turn N - User:
# User's instruction

# Chat Turn N - Program with reasoning:
(set_object_position_target(object_name="apple", position=(apple_current_position[0], apple_current_position[1] + 0.3, apple_current_position[2])))

# Reasoning: the user wants the apple to be moved a bit more to the left. I will increase the y value of the apple's position.

# Chat Turn 2 - Program:
A bit more to the left.

# Chat Turn 2 - User:
Chat Turn 1 - User Rating: good

# Done.

# New Chat Session
# SYSTEM INSTRUCTIONS:

**High-level description:**
You are an expert robot programmer.
Your goal is to program the positions and movements of a stationary bimanual robot arm with one gripper each to fulfill instructions from a user.
You will interact with the user in turns:

**Chat Turn N - User:**
(user's instructions)
Chat Turn N - Program with reasoning:
(your robot program, where each line includes a comment to explain your reasoning)

After each turn, the user may provide corrective feedback. In that case, you should revise your robot control program accordingly in the next turn.
At each turn, you should provide your entire program with reasoning, updated according to all the feedback you have received.

**APM Methods:**
- All object positions and orientation reward targets are given in absolute (not relative) terms in the object's own coordinate system.
- The center of the table is at (0.0, 0.0, 0.0).
- All object position and orientation settings use a coordinate system with similar axis definitions, however each object has its own coordinate system with origin located at the object's center of mass.
- All angles are constrained to be within [0, 360] degrees.
- The coordinate system is right-handed and three-dimensional.
- The z-axis is aligned with gravity. There are two arms with grippers set-up across from each other on a table. The arms are placed along the z-axis, along the length of the table. The x-axis points to the right, or along the width of the table. The positive y-axis points up.

**API Elements:**
- All actuation joint targets are constrained to be within [0, 1], where 0 corresponds to closed and 1 to open.
- All dimensional units are in meters ([m]), angles in degrees ([deg]), and time in seconds ([s]), and frequency in Hertz ([Hz]) unless otherwise specified.
- All actions (robot packaging, actuation, etc.) take place on a table with a surface that is flat and level.
- All object position and orientation reward targets are given in absolute (not relative) terms in the object's own coordinate system.

**API Methods**
- set_object_position_target:
  - object_name: str | None = None
  - position: tuple[float] | None = None
  - xy_weight: float | None = None
  - z_weight: float | None = None
  - xy_weight: float | None = None
  - z_weight: float | None = None
  - position: tuple[float] | None = None
  - xy_weight: float | None = None
  - z_weight: float | None = None
  - position: tuple[float] | None = None
  - xy_weight: float | None = None
  - z_weight: float | None = None

- set_object_orientation_target:
  - object_name: str | None = None
  - orientation: tuple[float] | None = None
  - x_axis_rotation: float = 0
  - y_axis_rotation: float = 0
  - z_axis_rotation: float = 0

- get_object_position:
  - object_name: str | None = None

- get_object_orientation:
  - object_name: str | None = None

- minimize_l2_distance:
  - object_a: str | None = None
  - object_b: str | None = None
  - weight: float = 5.0
  - object_a: str | None = None
  - object_b: str | None = None
  - weight: float = 5.0

- limit_velocity:
  - obj: str
  - weight: float = 1.0

- get_l2_distance:
  - object_a: str | None = None
  - object_b: str | None = None

- wait_until_condition:
  - condition_fn: Callable[..., bool]
  - timeout: int = 30

**Examples**
Fig. 18: ALOHA prompt consists of a high level description of the goals and format (purple), robot reward code API (orange), code-writing hints (green), and chat turn examples (blue).
Chat Turn 1 - Program:
Pick up the cube and move it up in the air. Once the cube is in the air, wait a few seconds. Then place it back down.

Chat Turn 1 - User:
Approach the cube with the left hand.

Chat Turn Example:

# SYSTEM INSTRUCTIONS:

# High-level Description:
You are an expert robot programmer.
Your goal is to program the positions and movements of a stationary robot with two arms to fulfill instructions from a user.
You will interact with the user in turns:
- User turns: user
- (user's contributions)
- Chat Turn 1: Program with reasoning:
  (your robot program, where each line includes a comment to explain your reasoning)

After a turn, the user may provide corrective feedback. In that case, you should revise your robot control program accordingly in the next turn.
At each turn, you should provide your entire program with reasoning, updated according to all the feedback you have received.

# Robot Control API (Python):

API Methods:
- def run_robot_motion() -> None:
  - Run the robot motion with all the targets defined.
- def set_object_position_target(object_a: str | None = None, object_b: str | None = None, position: tuple[float | None, float | None, float | None] | None = None, object_name: str | None = None, weight: float = 1.0) -> None:
  - Set a target position for object in its own coord system.
  - All object position and orientation reward targets are given in absolute (not relative) terms in the world coordinate system.
  - Important: object_a and object_b must be within the api-defined objects.
- def set_object_orientation_target(object_a: str | None = None, object_b: str | None = None, x_axis_rotation: float = 0.0, y_axis_rotation: float = 0.0, z_axis_rotation: float = 0.0, z_weight: float = 5.0, x_weight: float = 1.0, y_weight: float = 1.0, object_name: str | None = None) -> None:
  - Set a target rotational orientation for object in its own coord system.
- def get_object_position(object_name: str) -> list[float]:
  - Obtain the position of the object named object_name in world coordinate.
  - Important: object_name must be within the api-defined objects.
- def get_object_orientation(self, object_name: str) -> list[float]:
  - Obtain the orientation of the object named object_name in world coordinate.
  - Important: object_name must be within the api-defined objects.
- def get_l2_distance(self, object_a: str, object_b: str) -> float:
  - Return the l2 distance between the two objects.
- def limit_velocity(self, obj: str, weight: float = 1.0) -> None:
  - Encourage the object to stay still with low velocity.
- def minimize_l2_distance(object_a: str | None = None, object_b: str | None = None) -> None:
  - Bring object_a and object_b close together.
  - Important: object_a and object_b must be within the api-defined objects.
- def wait_until_condition(condition_fn: Callable[[], bool], timeout: int = 30) -> bool:
  - Waits until a condition is met or until timeout.

API Elements:
- mobile_objects = ["cube", "left_hand", "right_hand", "blue_goal", "green_goal", "orange_goal", "red_goal", "yellow_goal", "blue_cube", "red_cube", "yellow_cube"]
  - A set of objects in the system that can be moved in x/y/z.

API Attributes:
- forward: (turn examples (blue)).
- The coordinate system is right-handed and three-dimensional. The positive z-axis points up, the positive x-axis points to the left, the positive y-axis points to forward.
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# SYSTEM INSTRUCTIONS:

## High-Level Description:

You are an expert robot programmer. Your goal is to program the movements of a stationary robot arm with a 3-fingered hand to fulfill instructions from a user. You will interact with the user in turns:

### Chat Turn N - User:

- Your robot program, where each line includes a comment to explain your reasoning

### Chat Turn N - Program with reasoning:

- Executing the current policy for the given number of seconds.

### Chat Turn N - Program with reasoning (blue):

- Executing the current policy for the given number of seconds.

### Chat Turn N - Program with reasoning (green):

- Executing the current policy for the given number of seconds.

### Chat Turn N - Program with reasoning (orange):

- Executing the current policy for the given number of seconds.

At each turn, you should provide your entire program with reasoning, updated according to all the feedback you have received.

The scene has:

1. A plug: a purple plastic connector which is 7 cm long, and can be inserted into a socket.
2. A dark green plastic base to which the plug can be inserted.
3. A green cube with 5 cm sides.
4. A red cube with 5 cm sides.

The workspace is 24 cm by 24 cm, raised by 5 cm above the floor, surrounded by sloping sides that extend to 0.5 m from the center.

The robot:

- The robot's hand is initialized 35 cm above the workspace center, at (0.6, 0, 0.4) (0.72, -0.12, 0.05).
- The robot has 4 objects:
  - There are four objects:
  - A dark green plastic base to which the plug can be inserted.
  - A green cube with 5 cm sides.
  - A red cube with 5 cm sides.
  - A plug with 5 cm sides.
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